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Abstract. Inferring the potential outcome of ambiguous events using
acquired intelligence is a challenging task, even for the most seasoned
investigator. Analysts must use abductive and defeasible reasoning in
combination with a variety of analytical techniques to assess hypotheses
for situations as they materialise. Analysis is a time-consuming task and
requires multidisciplinary teams of subject-matter experts to draw con-
clusions. This research focuses on the development of explainable Artifi-
cial Intelligence approaches which aid the task of hypothesis generation
and evaluation in investigative settings. Techniques from computational
argumentation will be used to help analysts forecast potential future
events by identifying the sets of collectively acceptable arguments from
the available information. Then, the evaluated arguments will be assessed
using probability theory to quantify the relative uncertainty in all the
possible hypotheses. The outcome of this research should help the in-
telligence, legal and business communities by providing decision-support
tools which increase the accuracy and speed of decision-making.

Keywords: Computational Argumentation · Decision-making · Explain-
able AI · Hypothesis Generation and Evaluation.

1 Introduction

With any investigation, an analyst must use the information available to them
to conclude what has or could happen. Although investigators do not know
the amount of evidence they will receive during analysis, they are required to
draw conclusions about available data anyway. For example, an analyst might
receive a report from an agent with one piece of information in it, and that could
be the only evidence available to them when conducting analyses and drawing
inferences. On the other hand, an analyst may have access to a large number of
documents where the pertinent information is sparsely populated throughout.
In both instances, analysts must find the critical information required to make
well-founded judgements during analysis. Analysts must work with data which
is often: distributed – i.e., analysts can receive a variety of reports from agents
who could be situated in different places; incomplete – that is to say, analysts do
not know if they have all the relevant information when reporting it; conflicting
– as in, an agent might report information which contradicts another person’s



version of events; and possibly deceptive – in other words, a government or an
adversary may intentionally try to mislead analysts so that the inferences drawn
from data are incorrect (Operation Fortitude is a good example of this [22]).

Identifying arguments within natural language corpora is a laborious task
which requires a high level of analytical acumen, especially if the most impor-
tant arguments are scattered throughout a number of different documents. After
identifying and making sense of the evidence, investigators must understand the
impact that each piece of evidence has on the set of mutually exclusive and com-
prehensively exhaustive (MECE) hypotheses. Here, the term hypothesis is used
in a broad sense to mean a potential outcome, explanation, or conclusion made
from available information. A good hypothesis is defined by Heuer and Pherson
in [24] below:

– It is posed as a definite statement, not a question;
– It is based on observed evidence, facts and knowledge;
– It is testable and can be proven wrong;
– It forecasts anticipated events correctly.

Investigators in the intelligence, law enforcement and business communities
use analytical techniques to help them assess situations which could be detri-
mental to national security, public safety, or even a business’ market capitalisa-
tion [24]. Analytical techniques encourage methodical and deliberate reasoning
amongst analysts in a way which eliminates many of the cognitive biases and
inadequacies of intuitive judgements. Although using these techniques makes
analysis less complicated, they dramatically increase the time-taken to conduct
it. In critical situations, analysts may not be time rich so automating parts of the
process will benefit investigators who need to make accurate decisions quickly.

As analysis progresses, new information may become available which can
invalidate an investigator’s prior conclusions. Acquired evidence in real-world
analysis is dynamic; thus analysts are required to reason defeasibly – i.e., the
conclusions made by an investigator may change in light of new evidence.

The focus of this research project is to develop explainable Artificial Intelli-
gence (AI) techniques and algorithms which identify the relative probability of
all the MECE hypotheses for ambiguous scenarios, implemented through com-
putational argumentation and probability theory.

This paper is organised as follows. In Section 2, we describe this research
project’s problem setting and define the aim to address this. Section 3 provides
an overview of computational argumentation, analytical techniques and proba-
bility theory used in investigative analysis. Section 4 briefly details the proposed
methodology for this project and Section 5 describes the current state. Section 6
concludes with a discussion regarding the expected contribution of this research.



2 Problem Setting and Research Aim

Trying to forecast the outcome of ambiguous events is an extremely challeng-
ing, detailed, and time-consuming task which requires interdisciplinary teams of
experts and investigators to collate and assimilate distributed, incomplete, con-
flicting, and potentially deceptive data. The outcomes from analyses are then
used to draw conclusions, which can ultimately affect, for example, business
decisions, legal cases, or international relations.

The aim of this research project is to design, develop and evaluate explainable
AI approaches for hypothesis generation and evaluation in investigative settings.
The proposed approach will use techniques from computational argumentation
and probability theory to automate parts of the analytical process and help ana-
lysts perform logical and defeasible reasoning when assessing complex situations.
Techniques from computational models of argument will be used to find critical
pieces of evidence (or arguments) in natural language corpora. The extracted
arguments, and the relations between them, will then be used to evaluate the
sets of collectively acceptable arguments within the debate, aiding the genera-
tion of the set of MECE hypotheses. Then, the evidence will be assessed using
probability theory to quantify the relative uncertainty in all the hypotheses.
The proposed implementation should be able to update prior probabilities when
new information becomes available. This should result in decision-support tools
which aid analysts in making well-founded judgements about available data, in-
creasing the accuracy and speed of analyses. The techniques developed will be
applicable across multiple fields which require explainable decision-making, such
as in the intelligence, legal, and business communities.

3 Overview on state-of-the-art

Argumentation Theory is a well established field of research which concerns
how argumentation-based reasoning is used to resolve disputes and conflicts of
interest [20]. It has its roots in logic, philosophy, and law. Arguments form the
basis of argumentation. An argument consists of a claim (or conclusion) which
is supported by one or more reasons (or premises) to believe it [37].

In Section 1, we saw that investigations require defeasible reasoning as new
conclusions can be drawn when analysts acquire new information from dis-
tributed sources. Argumentation is also defeasible which is why a wealth of
propositions are asserted during a debate [18]. For example, if we think that
another person’s assertions are strong enough to defeat our argumentation, we
will often provide more reasons to accept our initial claim (unless one does not
have any further justifications for why the other party should believe their stand-
point), yielding a dialogue through which arguments are exchanged.

Computational argumentation is considered a relatively new but increasingly
important study within the AI community [8]. The field of computational models
of argument combines Argumentation Theory and computer science to formalise
and automate defeasible reasoning through modelling the generation and evalu-
ation of arguments, counterarguments, and the addition of new information in



a debate [6]. The rapid adoption of argumentation techniques within the field
of AI can be attributed to their effectiveness in modelling decision-making [17].
Over recent years, there has been much research on knowledge representation,
defeasible reasoning and multi-agent systems within the field of AI – see Pollock
[32], Simari and Loui [34], and Dung [16] for a few examples of pioneering works.
The different computational models of reasoning proposed in the literature focus
on three types of argumentation: rhetorical, dialogical and monological models
[11]. Rhetorical argumentation concerns the persuasive intention of a speaker to
an audience. Dialogical argumentation studies how agents exchange arguments
and counterarguments in a debate by simulating how they interact, change their
beliefs, retract arguments, etc. Monological argumentation concerns the internal
structure of arguments by modelling how a set of arguments and counterar-
guments might be generated from a knowledge-base, evaluated to find which
arguments are acceptable, and used to draw conclusions which could inform
decision-making [12]. Computational argumentation can also be loosely divided
into two categories: abstract and structured argumentation.

Abstract argumentation has its foundations in a seminal paper by Dung
which considers the relations between arguments as entities that have no internal
structure [16]. Dung’s argumentation framework (DAF) can model and evaluate
the attack relations between arguments in a debate through computation of se-
mantics, described in [7], which calculate the sets of acceptable arguments in a
framework. Although DAF’s are extremely powerful reasoners, much subsequent
work has been completed to enrich their expressiveness. Dung’s work has been
extended to capture social preferences and rational disagreement in abstract
argumentation frameworks (AFs) through, for example, preference-based AFs
[2], value-based AFs [9], and the bipolar AF (BAF) which models the notion
of support as well as attack between arguments [15]. Further research has been
completed to extend BAFs to incorporate evidential [30], deductive [13] and
necessary [29] support. Attempts have also been made to extend Dung’s frame-
work using probability theory by assigning strengths to arguments and their
attacks [25]. One of the challenges within investigative analyses and abstract
argumentation concerns dealing with dynamic information – i.e., as new infor-
mation becomes available during an investigation, this may alter our evaluation
of the evidence. The conditioned AF is an approach that deals with additional
information well by using a division-based method to cope with dynamic infor-
mation in the framework [26]. The different types of argumentation systems and
semantics proposed in the literature could allow investigative analysts to con-
duct logical and defeasible reasoning in a consistent manner while also allowing
them to evaluate information in a rich variety of ways.

Structured argumentation differs from above as it concerns the internal struc-
ture of arguments. The goal of structured argumentation is to extract the com-
ponents of arguments by identifying stereotypical patterns of reasoning [36]. A
structured argument can be split into three parts: a set of premises, a conclu-
sion, and an inference from the premises to the conclusion [35]. Argumentation
Schemes are an example of one of the methods used in structured argumenta-



tion [38]. Although these schemes are typically used in monological models, their
critical questions can be employed to further dialogical models by identifying at-
tack relations between instantiated arguments; thus aiding in the abstraction of
arguments to abstract AFs for evaluating the acceptability of arguments [3,4].

Turning to hypothetical reasoning, this is a common practice in investiga-
tive settings. Attempts have been made to model hypothetical reasoning using
structured argumentation in [10] and [21]. In intelligence settings, various ana-
lytical techniques are employed to force analysts to consider the following ques-
tion: “What would the evidence have to look like for a particular hypothesis to
be true?” Foresight techniques use a similar type of hypothetical reasoning to
make predictions about what could happen in the future – Pherson and Don-
ner provide a good example of this in [31]. To extend hypothetical reasoning to
abstract argumentation, we could consider choosing the set of collectively ac-
ceptable arguments in a framework before evaluation, and use this to predict
the required attack relations between arguments for the acceptable set to hold
– i.e., we could try to model how each piece of evidence would have to relate for
a particular hypothesis to be true.

Now consider argumentation mining (AM) which is a task that involves the
automated identification and extraction of arguments from natural language
corpora. The process can be viewed as a pipeline. An AM system will take a
set of documents as input, and output the argumentative components and their
support and attack relations. AM is a rapidly-developing field within AI and
natural language processing – refer to [27] and [14] for a more detailed overview.

Within the intelligence, law enforcement and business communities, many
Structured Analytical Techniques are used to assess information so that in-
formed decisions can be made [24]. The evaluative techniques used in these anal-
yses emanate from Karl Popper’s philosophy of science, where he argues that
science should attempt to disprove theory, rather than attempt to continually
support theoretical hypotheses [33]. A commonly used technique for hypothesis
evaluation is the Analysis of Competing Hypotheses (ACH) which uses strict
falsification to test hypotheses [23]. It is interesting to note the similarity be-
tween ACH and abstract argumentation. For example, an argument is said to
attack another in an AF if that argument rebuts or undercuts another argument
within the framework. During ACH, a piece of evidence attacks a hypothesis if
that evidence is inconsistent with that explanation of events.

In 2015, Murukannaiah et al. published the only study to date which mea-
sures the benefit of combining structured argumentation with investigative an-
alytical techniques. They combined argumentation schemes with ACH, calling
the approach Arg-ACH [28]. Their experiment found that participants performed
better analysis using Arg-ACH compared to participants that used ACH only.
The study provides an initial example of the benefits when using structured
argumentation to evaluate complex hypotheses. It’s worth noting that each par-
ticipant in the experiment did not have any previous experience of argumentation
or analytical techniques before it began. One would expect better results when



extending this study to include experts who are familiar with the techniques
being used.

Very few attempts have been made to use probability theory to quantify
the relative uncertainty in hypotheses or assess the impact of new information
when forecasting the outcome of events. In [19] and [5], a Bayesian approach to
predictive analyses is adopted where the likelihoods of all the MECE hypotheses
are updated in light of new evidence. Investigators may only have access to a few
pieces of evidence, especially when analysing unprecedented situations such as
terrorist attacks, making this approach a powerful one when dealing with novel
situations which have a limited amount of data.

4 Proposed Methodology

To successfully complete this research, we will investigate explainable AI ap-
proaches which emulate parts of the analytical processes used during investiga-
tion.

The first part of the investigative pipeline requires analysts to gather infor-
mation and make sense of it. This is usually the most laborious part of analysis
as analysts must find the most important information from potentially copious
amounts of data. If an analyst has a lapse in concentration at this stage and
fails to notice a critical piece of information, then the outcome of their analysis
will be wrong. This part of the pipeline could be automated using AM which
would help analysts by extracting all the arguments from the reports received
from different agents.

After this, analysts need to generate the set of MECE hypotheses in light of
the evidence at hand. This is also an important stage in the analytical process.
If a critical hypothesis is overlooked here, then it will not factor into evaluation.
There are many different ways to do this. One consideration might be to instan-
tiate an abstract AF using the predicted support and attack relations generated
from the AM task. Then, this framework could be evaluated using preferred
extension semantics. This would provide analysts with the maximal sets of ac-
ceptable arguments within the debate and help them when generating the set of
MECE hypotheses.

Finally, we need to evaluate the set of hypotheses and infer the likelihoods of
every potential event. In the intelligence community, ACH is the tool of choice.
However, ACH only provides the least inconsistent hypotheses which require
further attention and does not provide the relative likelihoods of each hypothe-
sis. Attempts have been made using Bayes’ theorem to quantify the change in
likelihood of a hypothesis using the available information. Attempts have also
been made to reason hypothetically using structured argumentation. For this
research project to be a success, there needs to be investigation into methods
which combine computational argumentation with probability theory to quantify
the relative uncertainties in all of the MECE hypotheses for a situation.



4.1 Measuring the Utility of Argumentation in Hypothesis
Generation and Evaluation

A technique or tool is only as useful as how it compares to a trained professional.
Measuring the benefit of argumentation in investigative settings is necessary for
the success of this project. This motivates the following question to be considered
by this research: To what extent does the use of argumentation benefit MECE
hypothesis generation and evaluation? This question can sensibly be answered
by conducting an experiment that measures this benefit. Participants in the
studies will be familiar with argumentation and analytical techniques prior to
the study commencing. Participants taking part in the study will be divided into
five groups based on the techniques they’re familiar with. They will be divided
as follows:

1. Seasoned argument annotators;
2. Participants familiar with investigative analytical techniques;
3. Participants familiar with the techniques mentioned in (1) and (2);
4. Participants unfamiliar with the techniques mentioned in (1) and (2);
5. Experienced investigators.

By splitting participants into the aforementioned five groups, we will establish
whether the analysis conducted by analysts with a background in argumentation,
but no prior knowledge of analytical techniques, can emulate that of a seasoned
investigator.

A further study comparing the output of experienced investigators with fully
automated approaches, using a combination of the techniques discussed in Sec-
tion 3, will be conducted when the initial study concludes.

5 Current Work

A manual AM analysis of two documents has been conducted for a specific case
study: an explosion which occurred on the Kettle Valley railway on 29th October,
1924 [1]. This case study was conducted to gain an understanding of how to
automate the process (Table 1). No investigative analytical techniques were used
to generate or evaluate MECE hypotheses in this analysis. The situation was
chosen because it is sufficiently ambiguous such that the cause of the explosion
is unknown; similar to many real-world investigations. There are two commonly
recognised hypotheses as to the cause of the explosion on the train. The first
hypothesis was that the explosion was accidental and caused by gas pipes which
had malfunctioned. The second was that the explosion was caused by detonation
of an explosive.



Table 1. Manual and automated analyses to be performed on the archives relating to
the Kettle Valley train explosion.

Task Manual Automated

Text Segmentation

Argument / Non-Argument Classification In progress

Simple Structure In progress

Refined Structure In Progress

AF Instantiation and Evaluation In Progress

6 Expected Contribution

The main contribution of this research will be the demonstration of the feasibility
of generating and evaluating the set of MECE hypotheses using arguments mod-
elled within unknown, investigative, or inquiry-based settings. The hypotheses
will be evaluated using computational argumentation and probability theory to
provide analysts with the relative uncertainty in each hypothesis. Any decision-
support tools created should increase the speed and accuracy of analyses, and
their utility will be tested accordingly. The implemented techniques are envis-
aged to provide benefits to the intelligence, legal and business communities.
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